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Outline

� The Messa ge Para digm

� Architecture

� Applica tions, middle ware  a nd operating systems

� From the  ISO s ta ck to the middle wa re laye r

� Naming and routing

� To se nd a mes sa ge, one  ne eds  to na me a des tina tion

� To delive r a me ss age , one ne e ds  to find a  route  to the  de stination

� Case Study: 

� The  Interne t

� Simple  s ockets over TCP/IP

� Doma in Na me Service (DNS)

� Mobile  IP

� P e er-to-P e e r Overla ys

� Structured ove rla ys : Distributed Hash Table  (DHT)

� Unstructure overlays: Epide mic-style  
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Me ssage  Funda menta ls

� Communica tion Architecture

� How do we name the des tination of a  message?

� How do we route  the  message to its  des tination?

Middle ware

Middle ware

proce ssing

wa iting

Clie nt wa iting

S e rver

s ervice

Ne twork

Olivie r.Grube r@in ria .fr

4

Modified IS O Mode l

Phys ical

Data  Link

Network

Transport

Middleware

Application

Phys ical

Data  Link

Network

Transport

Middleware

Application

La yer P rotocols

Ne twork

� Modified ISO mode l

� S hortened s tack, us ing a  middleware and application layer

� Repla ce s  traditiona l se ss ion, pre se nta tion a nd a pplica tion laye rs
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Laye red P rotocols

� Phys ical laye r

� Transmits  0s  and 1s , s tandardize  hardware characteris tics

� Da ta  link layer

� Detects  and corrects error, groups  the  bits  into frames , with checksums

� Ne twork La yer

� Essentia lly about routing of network packets

� No routing within LAN

� J us t put the frame  on the network, receive r takes it off

� Physica l route  through LANs  to rea ch the de s tination

� Esse ntially about finding the fas te st path (not a lways  the shorte st)

� Depe nds on physic laws  but also on-going traffic (queue d mes sages )

� Internet P rocotol

� Conne ctionles s Inte rnet Protocol (IP) is  the  de-fa cto sta ndard

� IP pa ckets are se nt without any s etup

� IP pa ckets are route d inde pe nde ntly from each others
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La yered P rotocols

� Tra nsport Protocols

� P rovides  re liable  connection-oriented communications

� S upport la rge mes sa ges  (splits the m in ne twork pa cke ts)

� Orde re d delivery  witho ut los s  

� De-facto s tandards

� Conne ction-oriente d Transmiss sion Control Protocol (TCP ) ove r IP  

� Conne ction-les s Unive rs al Datagram Protocol (UDP), e ss entially IP ++

� Me ssage-Orie nted Middleware (MOM)

� Groups other general-purpose protocols

� File  Tra nsfer P rotocol (FTP ), Hype rTe xt Tra ns fe r P rotocol (HTTP ) or e mail

� Authentica tion a nd a uthorization protocols

� Dis tributed commit and locking protocols

� Multica st a nd group ma na geme nt protocols
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Discuss ion La yers

� Socket Example

� An application programming interface (AP I)

� Asymme tric conne ction

� A se rver lis te ns  on a port

� A client conne cts to a  server (IP addre ss , port number)

� S ymmetric da ta  e xchange

� A stream AP I for both s ending a nd receiving data

� P rotocol properties

� UDP : de livere d whe n re ceive d, me s sa ge s  ma y be  los t a nd re ce ive d out of orde r

� TCP: FIFO and los s-les s, delive red only whe n corre ct to do s o

bind listen a ccept rea d write clos e

conne ct write rea d clos e

Se rve r

Clie nt

conne ction
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Dis cuss ion Layers

� Trans ie nt Communications

� Messages  are  s tored and forwarded

� De live re d only if the re cipient is active

� De live re d only if there are  no tra nsmiss ion inte rrupts

� Example

� Socke ts  ove r UDP ove r IP

� Operating sys te ms and ne twork routers s tore  a nd forward ne twork pa ckets

� Network packets are  disca rded on failures

� Tra ns mission fails anywhere
� A route r or the destina tion host is  down for e xample
� Or a checks um error happe ns

� No one lis te n on the des tination port numbe r

� Socke ts  ove r TCP  ove r IP

� Chunk me ssa ge s, FIFO delive ry

� Alre ady a stronger distinction than UDP over IP
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Discuss ion La yers

� Pe rs is tent Communications

� Messages are  s tored by the  middleware

� Diffe re nt policies  a s to how long a  me ss age  is  s tore d a nd de live ry is  a ttempte d

� P ers is tence may be a  collaboration 

� Be twee n differe nt middle ware stores  on different ne twork node s

� Example 

� The  e ma il system

� Use  S MTP/POP 3 to s end or re ce ive e mails from the ema il middle ware

� Comple x overlay network of e mail gateways
� Each ga te way stores the  e mail as it progres ses  towards  its de stination

� Mailboxe s store pe rmane ntly de livered me ssa ge s

� S e nde rs  a nd re ce ivers

� Sende rs  do not nee d to wait for de livery

� Receivers do not nee d to be running for delive ry to happen (ma ilbox)

� Receive an a synchronous  notification (e mail) in case  of failed delive ry 
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Dis cuss ing Naming 

� IP  Naming

� IP addresses  are  names

� String of bits na ming a  hos t machine (192.168.2.100)

� IP addresses  are  not identities

� A ma chine ma y change IP  a ddres se s , it ma y have  multiple  IP addre s s

� IP  a ddres se s  ma y be  reus ed (DCHP  on a  loca l ne twork for e xa mple )

� IP  Routing

� Addresses  are  special names providing physical access  to an entity

� Access protocol us ing the  address  is  the  IP routing protocol

� On LANs: 

� P hysica l layer directly provides this

� On WANs :

� It is  a  collaborative  a nd dis tribute d protocol

� Routers do excha nge their routing table s to build up their routing knowle dge
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IP  Ne twork

Interconnecting Local Area Networks

... a distributed system

... for building distributed systems

router

router

router

router

Cross-network Routes

router

router
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Dis cuss ing Name s

� More  Name s

� Addresses  are  good for machines but difficult for humans

� Layering name services ... as  we layer dis tributed systems

� Na me s ove r IP  a ddres se s (a lso na me s)

� DNS  (Doma in Na me  S ervice ) ove r IP  network

� Na ming Service

� Manage human-friendly names  like  in DNS

� Manage the  mapping from names to addresses

� May be used for identity (unchanging name, changing IP )

� Discuss ing Middleware

� The naming service  is  part of the  message-oriented middleware

� See how dis tributed sys tems are  built from dis tributed sys tems
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Discuss ing Na mes

� Name  Se rvice  Des ign

� A centralized approach will not scale

� Numbe r of names

� Millions  on the Interne t

� A single point of failure

� Wide -a re a  networks

� Unaccepta ble late ncies to alwa ys  go across the  world to res olve  a na me

� The clos er the actual server, the more  ove rloade d the network (routers and ba ndwith)

� Need a  collaborative  and distributed approach

� Close  to the routing proble m

� Give n a name, we need to be able  to find a  route to a  s erve r knowing that name

� Dis tributed de sign

� Distributed name  s erve rs will cooperate in managing name -a ddres s pa irs
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DNS � Doma in Name  S e rvice

� Hierarchica l Na mes

� Map hierarchical domain names  to IP  addresses

� wikipe dia.org where wikipe dia  is s ubdomain of the  org domain

� www.wikipe dia.org  whe re  www is the  host in the  wikipe dia.org doma in

� Top-level domains

� Countries  (two-lette r codes )

� Doma in ge ne ric with more  tha n thre e  digits  (lette rs  or numbers)

� Introducing DNS zones

� A zone is  a  part of the  name space managed on a  separate  name server

� Hence, zones  dis tribute  name resolution

� Example

� Resolving: ftp.cs .univ-paris8.fr
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Na me Resolution

� Firs t Approach

� Iterative  Name Resolution

� Clie nt ha nds  to one of the  root s e rvers the entire  name

� DNS has 13 well-known s erve rs

� Res olve s as far as  it can 

� Returns the ne xt na me se rver to conta ct and the unre solved s uffix

� Clie nt re pe a ts on the  ne xt se rve r

� With the unre solved s uffix of the na me

� Example: ftp.cs .univ-paris8.fr

� Res olve s  one  la bel: fr

� Res olve s  one  la bel: univ-paris8

� Res olve s  two la bels : cs .ftp
DNS

DNS

DNS

ftp.cs.univ-paris8.fr

ftp.cs.univ-paris8

ftp.cs
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Name  Re solution

� Second Approach

� Recurs ive Name Resolution

� Clie nt hands to one  of the root se rve rs  the  e ntire na me

� DNS ha s 13 well-known se rvers

� Resolves  a s far a s it can 

� Se rve rs  forward the re que s t

� With the  unres olve d suffix of the name

� Example: ftp.cs .univ-paris8.fr

� Re s olve s one la be l: fr

� Re s olve s als o one  la bel: univ-paris8

� Re s olve s two labe ls: cs.ftp DNS

DNS

DNS

ftp.cs .univ-paris8.fr

ftp.cs .univ-paris8

ftp.cs
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Discuss ing Na me Resolution

� Itera tive Na me Res olution

� S impler protocol, lower load on name servers

� Burden is  on client middleware

� Must iterate and ma nage  conne ctions  a nd fa ilure s

� Res ponsible for a ny ca ching done

� Without ca ching, top-level doma in servers are overloa ded

� Overall performance is depe ndent on well-beha ving clients

� Recurs ive  Name  Re solution

� Increased load on name servers

� Ma na ges  connections be twe en na me  se rve rs  a nd therefore  eve ntua l fa ilure s

� P erforms better

� Leve ra ge  ge ographica l proximity

� In our example  (ftp.cs .univ-paris8.fr), consider clients  in the US

� Le ss communication overheads than the ite ra tive approach 

� Ca ching ca n be  done within s erve rs , at a ll le vels
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Othe r DNS Optimiza tions

� Na me Aliase s

� One name may be mapped to several IP addresses

� Different uses

� Us e d for high a vailability, loa ding ba la ncing (round-robin policy)

� Also use d for re loca tion, allowing to lea ve a forwa rding addres s

� Abs tra ct na mes  for public s e rvice s  such as  ftp or We b s erve rs

� www.imag.fr => rille tte2.ima g.fr

� rillette 2.imag.fr => 129.88.34.211
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Other DNS  Optimiza tions

� Replica te d Na me Serve rs

� Using name alias ing

� Inte rna lly use s round-robin loa d balancing be twee n replica te d se rve rs

� Consistency protocol

� Only one  write r

� Updates happen to the  prima ry copy

� Replica s re que st zone  trans fe rs

� Acce pta ble to return outdated informa tion

� Eventua l consistency

� Discuss ing pe rforma nce

� Top-level zones are  expected to have few and rare  updates

� Local updates  are  often local names  only used locally

� S o caching and replication are  highly effective
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Interne t S ummary

� IP  Addre sses

� LANs support phys ical access  

� Minima l a cce ss  protocol, supported by hardware

� Dis tributed routing

� Routing a cros s LANs

� Re quire s to e xchange routing ta ble s

� Domain Na me Sys tem

� Built on IP  addresses

� Ne e ds IP route s to DNS  se rvers

� Map hierarchical domain names  to IP  addresses

� wikipe dia.org where wikipe dia  is s ubdomain of the  org domain

� www.wikipe dia.org  whe re  www is the  host in the  wikipe dia.org doma in

� Optimized dis tributed sys tem

� Ca ching, re plica te d s erve rs
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Mobile  IP

� The Problem

� Wanting to us ing IP has  identity while allowing mobility

� Difficult s ince IP  is  by definition location-dependent

� The Home -bas ed Solution

� When at home, a  mobile  equipment has  

� A home IP  a ddres s with a  home age nt on its  loca l ne twork

� Home age nt is  typically a router

� When not a t home, it also has

� A care -of a ge nt on its current loca l ne twork (a ls o typica lly a  route r)

� A local IP  a ddres s on tha t sa me  loca l ne twork

� P rinciple

� Regis tration

� The ca re -of a gent will notify the  home  a gent of its own IP  a ddre ss

� Routing

� Home  age nt will tunnel datagram pa ckets to the  care -of a gent

� Mobile  IP routing shortcuts the home a gent for further datagra m packe t routing
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Mobile  IP  

Source : http://www.tcpipguide.com
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Discuss ing Mobile  IP

� Drawba cks

� Fixed home location, mus t exis t and be available  (the  agent)

� May incur around-the-globe communication to find mobile  devices

� Does  not support well long-term or definitive  re location

� Forwarder Para digm

� Typical example of a  forwarder paradigm

� Only works  well:

� For limite d a nd transient mobility

� For pe rs istent long-live  homes

� Would require  a  complex overall solution

� S hort-cut forwa rde rs, updating na me  s ervers

� Recla im forwa rders, ma king e ffective ly the  cha nging a ddre ss  the  ide ntity 

� But requires  s ome thing like  dis tributed ga rbage  collection

� Quite  difficult give n that IP  a ddre ss es  a nd na me s may be  writte n on a piece of pape r...
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Introducing Identity

� Ide ntity

� Refers  to one and only one entity

� Each entity has  only one identity

� Provides  unambiguous addressing

� Eas ier a lias ing through logical names  maping to the  identity

� Routing Cha llenge 

� Internet names  are location-dependent

� IP  a ddres se s  or hie ra rchical na me s

� Eve n more  true for URLs  (include a web s erver a ddres s and a  res ource  path)

� He lps routing (be ca us e  name s  e mbe d loca tion informa tion)

� Using identity, routing becomes a  challenge

� Flat ide ntifier s pa ce , no informa tion a bout location
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Routing with Identity

� A Simple  Solution

� Using multicas ting or broadcas ting on a  LAN

� Does  not scale  well on wide-area  networks

� Pe er-to-Pe er Ove rla ys

� S tructured overlays

� We  will look at Distribute d Ha sh Table s

� Ca se  s tudy: Chord S ystem

� Unstructured overlays

� We  will look at ra ndom graphs

� Ca se  s tudy: CYCLON 

O livie r.Grube r@ inria .fr

27

Dis tributed Has h Ta ble s

� Adopting Identity

� Entities  are  identified by m-bit keys

� The  key s pa ce is us ually 128 or 160 bits

� Entities  may be anything

� Hos t, proce ss es , file s, e tc.

� Dis tribute d Nodes

� Each node is  respons ible  for managing certa in keys

� A node  store  the  re s ources  for the  keys  it ma na ges

� Each node is  identified with a  key

� From the  sa me  m-bit ke y space  a s re source s

� Example: DNS on DHT

� Ins tead of us ing a  hierarchy of servers  for s toring DNS  records

� Use a  dis tributed set of nodes and a  DHT

� Compute key from the name, the  resource is the  DNS record
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Dis tribute d Ha sh Ta ble

� Dyna mic Set of Nodes

� Nodes  may join or leave the  DHT

� No globa l knowle dge , synchroniza tion or ma na geme nt

� No  s ing le  point o f failure

� Fully scalable

� Uniform dis tributio n o f re s o urc es  ac ro s s  no des

� Case  S tudy: Chord Sys te m

� I. S toica  et a l (2001)

� Chord, A S calable  Pe er-to-Pe er Lookup S e rvice for Interne t Applications

� IEEE-ACM Tra ns  on Networking

� http://pdos .cs a il.mit.edu/chord/pa pe rs/pa pe r-ton.pdf
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Chord - Ba s ics

� Dis tributing Re sources

� A resource with a  key K
i
 is  managed by a  node 

with a  key N
k
 such as

� N
k
 is the sma lle st node  key s uch a s K

i
 � N

k 

� Such a node is  ca lle d the  s ucc (K
i 
)

� Circle  Repre senta tion

� Organizing keys  on a  circle

� From 0 to 2 m-1

� Clock-wise

� The succ Relationship

� For a ke y K
i

� It is the ne xt a vailable  node

� Clock-wise  from ke y K
i

N1

N32

N14

N8

N56

N38
K24

K30

K10

K54

K38

succ

node with key 56

K38 resource with key 38

N56
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Chord � S imple  Lookup

N1

N32

N21

N14

m = 6, 2m = 64

Only 10 nodes and 5 keys in 

the hash table

Example: starts in node N8, 

looking up key K54.

N8

N56

N51

N48

N42

N38

K24
K30

K10

K54

node with key 56

K38 resource with key 38

K38

N56
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Chord � Finge r Ta ble  P rinciples

� Basic Idea

� When looking up a  key at a  node

� Looks  for the  succe ss or of that key

� It is the node ma na ging tha t ke y

� If the  node does  not know the successor of key

� It may know of one  node  tha t is close r on the ring

� Tha t node  s hould know more about the  succe ss or of the  ke y

� Finger Tables

� One index of nodes  per node

� Of a t mos t m e ntrie s  (for m-bit key s pace)

� For a  node N
i
, the  finger entries are  computed as  follows:

finger[k] = succ(N
i
 + 2k�1) mod 2m

Olivie r.Grube r@in ria .fr
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Chord � Introducing Finge r Ta bles

N1

N32

N21

N14

N8

N56

N51

N48

N42

N38

K24

K30

K10

K54

K38

DHT: m = 6, 2m = 64

Finger table for a node N
i

finger[k] = succ(N
i
 + 2k�1) mod 2m

with 1  k  m� �

Finger Table for N8

N8+1 N14

N8+2 N14

N8+4 N14

N8+8 N21

N8+16 N32

N8+32 N42

1

2

3

4

5

6
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Chord � Lookup with Finge r Ta bles

N1

N32

N21

N14

N8

N56

N51

N48

N42

N38

K24

K30

K10

K54

K38

DHT: m = 6, 2m = 64

Looking up key 54, from N8

Finger Table for N8

9       N14

10     N14

12     N14

16     N21

24     N32

40     N42

1

2

3

4

5

6key 54
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Chord � Lookup with Finger Table s

N1

N32

N21

N14

N8

N56

N51

N48

N42

N38

K24

K30

K10

K54

K38

Finger Table for N42

43      N48

44      N48

46      N48

50      N51

58      N1

10      N14

1

2

3

4

5

6

key 54

Finger Table for N51

52       N56

53       N56

55       N56

59       N1

3         N8

19       N21

1

2

3

4

5

6

key 54

(1) does not know the success or

(2) se arches for the node  that 
immedia te ly precede s 
the looked up ke y

(1) knows the success or
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Chord � Joining or Le aving

� Minima l Inva riants

� Each node 's  successor is  correctly maintained

� For every key K
i
, succ(K

i
) manages that key

� For s implicity, a ll nodes a lso maintain their predecessors

� Joining the  Ring

� For a  node with a  key N
k

� Find through a ny node  in the ring the  s ucc(N
k
)

� Insert itse lf be fore that node in the ring

� Builds finger ta ble, a sking for succ(N
k
+2

i-1
) with i � [1,m]

� Upda te  other finge r table s

� P otentially using background mess ages

� Trans fer ke ys  las t

� Avoids not finding keys as long as  finger ta bles  a re  not correct
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Chord � Updating Finge r Ta bles

Updating the  ith finger entry for a  Node N
p

� If N
p 
precedes  N

k 
by at leas t 2 i-1

� If the  current ith finger, N
f
, succeeds  N

k 

N
x

N
p

N
f

N
k

ith

2i-1

update_others(N
k
) 

  for (i=1 to m) 
     N

p
 = prede ce ss or(2 i-1)

     upda te _ta ble (N
p
,N

k
,i)

update_ta ble (N
p
, N

k
, i) 

   N
f
= N

p
.finger[i]

   if N
k  

 [� N
p
,N

f 
[ 

      N
p
.finger[i] = N

k

      N
p
= pre deces sor(N

p
)

      update_ta ble(N
p
,N

k
,i)

finger[k] = succ(N
i
 + 2k�1) mod 2m
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Chord S umma ry

� Dis tringuishing fea tures

� Simplicity and provable  correctness  and performance

� Lookup Performa nce

� With high probability, we have O(log N) messages to lookup a  key

� The  a ve ra ge is  the re fore  0.5 log(N) me s sa ge s  (norma lly dis tributed ke ys )

� Finger Tables

� In a  m-bit spa ce  of ke ys, tra ditiona l s ize  is  m entrie s

� Finge r table  s ize could be re duced to O(log N) ins te ad of m

� Dynamic Beha vior

� Joining and leaving the  overlay ring

� Firs t cha lle nge  is maintaining the  minimum invaria nts

� Se cond cha lle nge  is maintaining finge r ta ble s

� Need no more  than O(log2 N) with high proba bility

� Harder in the  presence of faults
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Unstructure d Overlays

� Middleware  P latform

� Design assumptions

� For highly dynamic environme nts

� Ne tworks with pote ntia lly major fa ilures

� Approach

� Ba se d on ra ndom gra ph theory

� Each node  maintains a list of neighbors

� Ne ighbors are randomly chose n

� Ne ighbor lists a re  e xcha nged

� Epidemic broa dca s t

� To find some thing, broa dcast on the  ove rla y

� With high-proba bility, it will be found quickly (just a  fe w network hops)

3
0

7

2 9

5

1
6

4

2 knows   {                            }3 1 6 9
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Unstructured Overla ys

� Ca se S tudy � Bas ic Shuffling

� Overlay network

� Edge  ca che  of C entrie s

� Shuffle Le ngth (S L) is  s ma lle r tha n C

� Periodic shuffle  algorithm 

� Ra ndomly s e lect S L  e dges  from N
p 
ca che

� S elect a random peer N
q  

from this se le ction

� Replace N
q
 with N

p 
in this se t

� Excha nge  ne ighbors

� N
p 
se nds this set to N

q 

� N
q
upda tes  its cache with received edges

� Us ing e mpty slots first
� Re -using non-empty slots se cond

� N
q  

s ends ba ck re placed edge s to N
p

� N
p 
updates  its cache 

� Dis ca rd e ntries to N
p
 a nd those a lrea dy known

� S ave s ne w edges  using empty s lots  first

� Then re us e slots for e dges se nt to N
q
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Unstructure d Overlays

� What a bout Connectivity?

� Without fa ilures , connectivity is  a lways  preserved

� No e dge s are los t, just e xchanged

� Intuitively, this pres erve s connectivity

� Two se ts  of node s ca nnot be come  dis conne cted

� As sume  that we are down to one link betwee n two sets of node s (S
1
 and S

2
)

� Shuffling within S
i
 cannot los e this one link, just move it around

� Shuffling betwe en S
1 
and S

2
, just merely re vers es the e dge

� With fa ilures , connectivity may be los t

� But this is true  with a ll approa ches  in the pres ence of fa ilures

� For e xample , a  router fa ilure may disconnect two ne tworks
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Unstructured Overla ys

� Joining the  Ove rlay

� A node needs  jus t one node in the  overlay

� Joining is  just building a lis t of ne ighbors

� The  new node ne e ds  to know some  neighbor node s 

� Some  othe r nodes  in the  overla y ne e d to know the  new node as  neighbor

� Simple find and exchange approach

� Us ing the  known node

� Achie ve  random walks  to N distinct nodes

� For ea ch of the m, e xchange one  of the ir ne ighbors with the  ne w node

� Se t the ne w node  ne ighbor list to tha t se t of ra ndomly chos en nodes

� Le aving the Overlay

� Nothing to do, jus t leave

� Provide s  high failure  res is ta nce

� Whe n fa iling, a  fa ile d node  cannot be as k to inform the  ove rlay!

� Non-responding neighbors  are  jus t forgotten by the  overlay
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Unstructure d Overlays

� Broadcas t Routing

� Routing is  done through broadcas ting on the  overlay

� Is  it efficient?  

� One may be  a fra id of very long paths

� Ke vin Ba con Truth

� Kevin Bacon: a  somewhat known movie  actor

� Anyone in the  world would have a link to him in at mos t s ix hops! 

� Unstructured Overlays  do Be tter

� S table  overlay

� Average  dis ta nce around 3 a nd 4 hops

� Convergence in the  presence of updates

� Conve rges  on WANs be twe en 7 to 14 minute s

� For overlays  of 100,000 node s 
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CYCLON

� Enhanced Shuffling

� Introducing the  age of edges  in the  overlay network

� Enhanced Algorithm (done at N
p
)

� Increa se  a ges  by one  of a ll ne ighbors  when s huffling

� Cre ate a se t of S L edges  from N
p
cache

� S elect the  o ldes t e dge  (refers to N
q
) from N

p 
ca che

� Random se lect S L-1 neighbors  from N
p 
cache

� Replace N
q
 e dge  with N

p 
edge  (with age ze ro) in this  e dge  set

� Excha nge  ne ighbors

� S ame  a s be fore  

� But N
q 

doe s not a djus t ages within its cache
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CYCLON � Connectivity S tudy

So urc e : Voulga ris  e t a l

CYCLON, Ine xpe ns ive  Me mbe rship Ma na ge me nt for uns tructure d P 2P  ove rla ys ,  2005

Experiment: 100,000 nodes, cache  size s=20, 50, 100 
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CYCLON � Connectivity Tole ra nce

� Tolerance to Node Re mova ls

� 100,000 nodes

� Search minimum number of removals  to cause partitioning

� Discuss ion

� Above cache s ize  100 

� Ove rla y is  totally robus t

� Above cache s ize  20

� Above  80% of re mova ls

S o urc e : Voulga ris  e t a l

CYCLO N, Ine xpe ns ive  Me mbe rs hip Ma na ge me n t for un s tructure d P2P  ove rla ys ,  2005
Olivie r.Grube r@in ria .fr
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CYCLON � Dynamic Be havior

� Dangling Links

� Because node may fa il or leave

� No spe cial me ss age whe n a  node  le a ve s

� Optimized dangling link removal (age of edges)

� Experiment

� 100,000 nodes

� 50,000 nodes  removed at once

So urc e : Voulga ris  e t a l

CYCLON, Ine xpe ns ive  Me mbe rship Ma na ge me nt for uns tructure d P 2P  ove rla ys ,  2005
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CYCLON � P ath Le ngth

� Path Le ngth

� Average shortes t path

� The  a ve ra ge number of edges  be twee n a ny two nodes

� Re pre se nt the  overall e fficiency of the ove rla y

� Number of network hops to re ach a node from anothe r node

� Dire ctly re lated to the cost of disse mina ting information or s ea rching for information

� Gives  a n ide a for s etting communica tion time outs

� Experiment

� 100,000 node s , s huffle  period T

� Typical shuffling pe riod should be  la rger than twice the average ne twork latency

� Over wide  area networks, period of 10s is good

� During a pe riod, a ll node s ha ve shuffle d e xa ctly once

� Que stions :

� What will be  the average  s hortes t path?

� How long will it take to conve rge to that va lue?
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CYCLON � P a th Length Converge nce

� Small Shortes t Avera ge Path

� From an initia l chain topology (linked lis t)

� Converges  to an average around 3 and 4

� Equivalent to random graphs (the  reference)

� Fa s t Conve rgence

� Within 40 to 80 periods

� Between 7 and 14 mn (WAN)

pe riods

So urc e : Voulga ris  e t a l

CYCLON, Ine xpe ns ive  Me mbe rship Ma na ge me nt for uns tructure d P 2P  ove rla ys ,  2005
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CYCLON � Converge nce  a nd S huffle

� Initia l Topologies

� Chain: linked nodes

� Star: one centra l hub

S o urc e : Voulga ris  e t a l

CYCLO N, Ine xpe ns ive  Me mbe rs hip Ma na ge me n t for un s tructure d P2P  ove rla ys ,  2005
Olivie r.Grube r@in ria .fr
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CYCLON � P a th Length

� Pa th Length and Cache S ize s

So urc e : Voulga ris  e t a l

CYCLON, Ine xpe ns ive  Me mbe rship Ma na ge me nt for uns tructure d P 2P  ove rla ys ,  2005
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CYCLON � Connectivity

� De gre es

� Out-Degree

� Numbe r of outgoing edges

� In-Degree

� Numbe r of incoming e dge s

� Importa nce

� Failure  robus tness

� Appea rance  of ma ss ively connecte d hubs  versus some wha t isola te d node s

� Indication of epidemic spread

� Va ria tions in degre e  induce  irre gula r epide mic s pre ad

� Load balancing

� Both re ga rding CP U a nd ba ndwith
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CYCLON � Connectivity

� Cyclon De gre es

� Out: fixed, this  is  the  cache size

� In: variable

� Discuss ion

� S ame number as  random

� S maller deviation

� Better des ign

So urc e : Voulga ris  e t a l

CYCLON, Ine xpe ns ive  Me mbe rship Ma na ge me nt for uns tructure d P 2P  ove rla ys ,  2005
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CYCLON - Bandwith

� Bandwith Cons idera tions

� Bandwith needed for goss ip messages

� Related to both the  shuffle  period and the  s ize  of the  goss ip information

� Fine Tuning

� Goss ip message

� Pe r e ntry (10byte s ): One  IP  a ddre ss , a  port numbe r, an a ge 

� Mes sa ge size  = 10 * S huffle Le ngth

� Shuffle  P eriod

� During ea ch pe riod, ea ch node initiates  a  shuffle exa ctly once

� Choice

� ShuffleLe ngth = 8 

� ShuffleP e riod = 10s

� Bandwith per node

� Extre mely low: 32 byte s pe r se cond (256bps )

� Pra ctiva l eve n ove r tra ditiona l modems  (56kbps)


